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Follow along with the code

Where can you get help?

Try it for yourself

ytorch_classification.ipyr X 4
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<> What is a classification problem? f LV\/ d 0 l/(, bt, V‘/L V\, th 8 cad e ’”

{x} A classification problem involves predicting whether something is one thing or another.

For example, you might want to:
(]

Problem type What is it? Example
Binary classification Target can be one of two options, e.g. yes or no  Predict whether or not someone has heart disease based on their health parameters.
M lass classification Target can be one of more than two options Decide whether a photo of is of food, a person or a dog.

Multi-label classification  Target can be assigned more than one option Predict what categories should be assigned to a Wikipedia article (e.g. mathematics, science & philosohpy).

“Is this email spam or not spam?” “Is this a photo of sushi, steak or pizza?”

torch_classification.ipy X +
To: daniel@mrdbourke.com To: daniel@mrdbourke.com
Hey Daniel, Hay daniel... Cc O @& colab.research.google.com/drive/1T-s3fFbn1vYvS_0gQGles4EiOvuEs2ip#scrollTo=l [ W O U » Gy
This deep learning course is incredible!  COongratulations! U win $1139239230
I can’t wait to use what I've learned!
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Not spam Spam

+ Code + Text v R;iﬁ # Editing
Binary classification Multiclass classification

(one thing o another) (more than one thing or
. . anothe
“What tags should this article have?” g

But it's more than enough to get started.

We're going to gets hands-on with this setup throi

v 0s completed at 09:38
v 1 Make Classlﬁcat|0n (¢ (n_samples=100, *, shuffl rue, noise=None,

random state=None, factor=0.8) -> tuple[Any | list

Let's begin by making some data | NDArray[floating[ NBit1@_ iadd_ 1] | ndarray, Any

algorithms.

x}
L
(] | list | ndarray]
We'll use the make circles() n coloured dots.
Make a large circle containing a smaller circle in 2d. Ay B B @ -
v ° from sklearn.dataset A simple toy dataset to visualize clustering and classification
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Welcome to pytorch-deep-learning Discussions!
mrdbourke announced on 19 Oct 2021 in Announcemer
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Ideas
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https://www.github.com/mrdbourke/pytorch-deep-learning/discussions

3 # Make 1000 samples

Read more in the User Guide <sample_generators> .
n_samples = 1000

# Create circles Parameters

X, 7= makeicircles(hisamples,
noise=0.03, # a little bit of noise to the dots
random_state=42) # keep random state so we get the same values

Alright, now let's view the first 5 x and y values.

1 print(f"First 5 X features:\n{X[:5]}")
2 print(f"\nFirst 5 y labels:\n{y[:5]}")

stack overflow

First 5 X features:
[[ 0.75424625 0.23148074]

completed at 09:38

PyTorch documentation — Pyl X +

@ pytorch.org/docs/stablefindex.html

Get
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Started °

v > PyTorch documentation Edit on GitHub ~ Shortcuts

Q search Docs PYTORCH DOCUMENTATION PyToreh documenaton

Indices and tables

PyTorch is an optimized tensor library for deep learning using GPUs and CPUs.
Notes [ +]

- Features described in this documentation are classified by release status:
guage Bindings [ + ]

Python API [ -] Stable: These features will be maintained long-term and there
should generally be no major performance limitations or gaps in

torch documentation. We also expect to maintain backwards

compatibility (although breaking changes can happen and notice

will be given one release ahead of time).

torch.nn

torch.nn.functional

torchTensor Beta: These features are tagged as Beta because the APl may
Tensor Attribu change based on user feedback, because the performance needs
Tensor Vie to improve, or because coverage across operators is not yet
complete. For Beta features, we are committing to seeing the
feature through to the Stable classification. We are not, however,
committing to backwards compatibility.

torch.cuda
torch.cuda.amp

torch.backen Prototype: These features are typically not available as part of
torch.distributed binary distributions like PyPI or Conda, except sometimes behind

run-time flags, and are at an early stage for feedback and testing.

torch.distributed.algorithms.join
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“What is a classification
problem?”



Example classification problems

“Is this a photo of sushi, steak or pizza?”

“Is this email spam or not spam?”

To: daniel@mrdbourke.com
Hey Daniel,

This deep learning course is incredible!
| can’t wait to use what I've learned!

Not spam

To: daniel@mrdbourke.com

Hay daniel...

COongratulations! U win $1139239230

Spam

Binary classification

(one thing oY

awnother)

“What tags should this article have?”

WIKIPEDIA

The Free Encyclopedia

Main page
Contents
Current events
Random article
About Wikipedia
Contact us
Donate

Contribute

Help

Learn to edit
Community portal
Recent changes
Upload file

Tools

What links here

Related changes

(ORI )

W A4 s T &= §

& Not logged in Talk Contributions Create account Log in

Article Talk Read Edit

Deep learning

From Wikipedia, the free encyclopedia

View history earch Wikipe Q

For deep versus shallow learning in educational psychology, see Student approaches to learning. For more

information, see Atrtificial neural network.

Deep learning (also known as deep structured learning) is part
of a broader family of machine learning methods based on artificial
neural networks with representation learning. Learning can be

supervised, semi-supervised or unsupervised.mmd]

Deep-learning architectures such as deep neural networks, deep
belief networks, recurrent neural networks and convolutional neural
networks have been applied to fields including computer vision,
machine vision, speech recognition, natural language processing,
audio recognition, social network filtering, machine translation,
bioinformatics, drug design, medical image analysis, material
inspection and board game programs, where they have produced
results comparable to and in some cases surpassing human expert

performance.[41(516]

Part of a series on
Machine learning
and
data mining
Problems

Supervised learning
(classification - regression)

Clustering
Dimensionality reduction
Structured prediction
Anomaly detection
Artificial neural network

Reinforcement learning

Multilabel classification

Multiclass classification

(more than one thing or
another)

(multiple Label options per
sample)


mailto:daniel@mrdbourke.com
mailto:daniel@mrdbourke.com

Binary vs. Multi-class Classification

Binary classification
(one thing or another)

Multiclass classification

(weore thaw one thiwg or
another)



What we’re going to cover
(broadLg)

Architecture of a neural network classification model

Input shapes and output shapes of a classification model (features and labels)

Creating custom data to view, fit on and predict on

Steps in modelling

o Creating a model, setting a loss function and optimiser, creating a training loop, evaluating a
model

Saving and loading models

Harnessing the power of non-linearity

Different classification evaluation methods

(we'll be cooking up Lots of code!) g




Classification inputs and outputs
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Predicted output

(comes from Looking at Lots
of these)



Input and output shapes

(for an Lmage classification example)

10.31, 0.62, 0.44.], b

0.92, 0.03, 0.27.], — [ utputs 1 — [0.97, 0.00, 0.03] @
0.25, 0.78, 0.07..],

(]:reol'wtiow probab'bli’c'ws)

oy Machine Learning
Algorithm

v (9ets representen ac g tensor) v
[batch size, colour channels, width, height] Shape = [3]
Shape = [None, 3, 224, 224]
or
Shape = [32, 3, 224, 224] |T™—— These will vary depending on the
(22 is a very conmow batel problem you’re working on.

cLze)



(t m;'wa L)

Architecture of a classification
m 0 d e I (we're going fobe building

Hyperparameter Binary Classification Multiclass classification

Input layer shape ( in_features) Same as number of features (e.g. 5 for age, sex, height, weight, smoking status in heart disease prediction) ' Same as binary classification

Hidden layer(s) Problem specific, minimum = 1, maximum = unlimited Same as binary classification

Neurons per hidden layer Problem specific, generally 10 to 512 Same as binary classification

Output layer shape (out features) 1 (one class or the other) 1 per class (e.g. 3 for food, person or dog photo)
Hidden layer activation Usually ReLU (rectified linear unit) but can be many others Same as binary classification

Output activation Sigmoid ( torch.sigmoid in PyTorch) Softmax ( torch.softmax in PyTorch)

Loss function Cross entropy ( torch.nn.CrossEntropyLoss in PyTorch)

SGD (stochastic gradient descent), Adam (see torch.optim for more options) Same as binary classification

1 # Create a model

2 model = nn.Sequential (
nn.Linear(in features=3,| out features=100),
nn.Linear(in features=100, out features=100), -
nn.RelLU(),

nn.Linear(in features=100, out features=:3) SUShl %

—  Steak
9 # Setup a loss function and optimizer . —
10 |loss_fn = nn.BCEWithLogitsLoss() P|Zza @

11 loptimizer = torch.optim.SGD(params=model.parameters(),
12 1lr=0.001)

13

14 # Training code...

15

16 # Testing code...




Let’s codel




torchvision.transforms
torch.utils.data.Dataset

v
A/

3. Fit the model to the 4. Evaluate the model 5. Improve through 6. Save and reload
data and make a experimentation your trained model
prediction

‘ ":A.\
\
'@
- 2. Build or pick a

1. Get data ready pretrained model
(turn into tensors) ::(to suit your problem)

I O

. . LLL 2.2 Build a training loop
2.1 Pick a:loss function-& optimizer

torch.nn

torch.nn.Module

: torchvision.models :

See more: https:



https://pytorch.org/docs/stable/optim.html
https://pytorch.org/docs/stable/generated/torch.nn.Module.html#torch.nn.Module
https://pytorch.org/docs/stable/nn.html
https://pytorch.org/vision/stable/models.html
https://torchmetrics.readthedocs.io/en/latest/
https://pytorch.org/tutorials/beginner/ptcheat.html
https://pytorch.org/vision/stable/transforms.html
https://pytorch.org/docs/stable/data.html
https://pytorch.org/docs/stable/data.html#torch.utils.data.Dataset
https://pytorch.org/docs/stable/tensorboard.html

Improving a model

(from a wmodel’s perspective)

1 # Create a model

1 # Create a larger model

2 model = nn.Sequential (

3 nn.Linear(in features=3, out features=100),

2 model = nn.Sequential (
nn.Linear(in features=100, out features=100),

nn.ReLU(),
nn.Linear(in features=100, out features=3)

nn.Linear(in_ features=3, out features=128),
nn.RelLU(),

) nn.Linear(in features=128, out features=256),

>
9 # Setup a loss function and optimizer nn.ReLU(),
10 loss _fn = nn.BCEWithLogitsLoss () nn.Linear(in features=256, out features=128),
11 optimizer = torch.optim.SGD(params=model.parameters(), nn.ReLU(),
12 1r=0.001
13 ) nn.Linear(in features=128, out features=3)
14 # Training code... 10
15 epochs = 10 11
16
17 # Testing code... 12 # Setup a loss function and optimizer
13 loss fn = nn.BCEWithLogitsLoss()
Smaller model 14 optimizer = torch.optim.Adam(params=model.parameters(),

15 1r=0.0001)
16

Common ways to improve a deep model: 17 # Training code. ..

» Adding layers o lepocte = 20

« Increase the number of hidden units 20 # Testing code...

o Change/add activation functions Larger model
« Change the optimization function

» Change the learningrate  (because you can alter each of
rys these, they're hyperparameters)
o Fitting for longer =




The missing piece: Non-linearity

® “What could you draw if you had an
unlimited amount of straight (linear) and non-
straight (non-linear) lines?”

Linear data Non-linear data
(possible to moodel with stratght Lines) (not possible to model with straight Lines)



The missing piece: Non-linearity

A = torch.arange(-10, 10)

plt.plot(A) plt.plot(torch.sigmoid(A)) plt.plot(torch.relu(A))

0.0 25 5.0 7.5 100 125 150 175

0.0 25 5.0 1.5 100 125 150 175 0.0 25 5.0 7.5 100 125 150 175

Linear activation Sigmoid activation ReLU activation

(same as original values) (non-linear) (non-linear)



The machine learning explorer’s
MOotto

“Visualize, visualize, visualize”

Data
O
: ® Model It’s a good idea to visualize
these as often as possible.
Training

Predictions




The machine learning practitioner’s
Motto

“‘Experiment, experiment, experiment”




Steps in modelling with PyTorch

1 # Create a model
2 model = nn.Sequential(
3 nn.Linear(in_features=3, out features=100),

4 nn.Linear(in_ features=100, out features=100),
5 nn.ReLU(),

6 nn.Linear(in_ features=100, out features=3)

7

)
8

9 # Setup a loss function and optimizer
10 loss _fn = nn.BCEWithLogitsLoss()

11 optimizer = torch.optim.SGD(params=model.parameters(),

12 1r=0.001)
13

14 # Training code...
15

16 # Testing code...

1. Construct or import a pretrained model relevant to your
problem
2. Prepare the loss function, optimizer and training loop
o« Loss— how wrong your model’s predictions are compared to
the truth labels (you want to minimise this).
o Optimizer — how your model should update its internal
patterns to better its predictions.
3. Fit the model to the training data so it can discover patterns
o« Epochs —how many times the model will go through all of
the training examples.
4. Evaluate the model on the test data (how reliable are our

model’s predictions?)



(some common)

Classification evaluation methods

Key: tp = True Positive, tn = True Negative, fp = False Positive, fn = False Negative

Metric Name

Accuracy

Precision

Recall

F1-score

Confusion matrix

Metric Forumla

Ip +in
tp+tn+fp+fn

Accuracy =

Ip
tp +fp

Precision =

Ip
tp + fn

Recall =

F1-score — 7 - precision - recall

precision + recall

Code

torchmetrics.Accuracy ()
or

sklearn.metrics.accuracy score()

torchmetrics.Precision()
or

sklearn.metrics.precision score()

torchmetrics.Recall()
or
sklearn.metrics.recall score()

torchmetrics.F15Score()
or
sklearn.metrics.fl score()

torchmetrics.ConfusionMatrix()

When to use

Default metric for classification
problems. Not the best for
imbalanced classes.

Higher precision leads to less false
positives.

Higher recall leads to less false
negatives.

Combination of precision and recall,
usually a good overall metric for a
classification model.

When comparing predictions to truth
labels to see where model gets
confused. Can be hard to use with
large numbers of classes.




Anatomy of a confusion matrix

Confusion Matrix
False positives

J e True positive = model predicts 1when truthis 1

E e True negative = model predicts O when truthis O
% . False positive = model predicts 1 when truth is O
- o False negative = model predicts O when truthis 1
-
1
( Covrvrect preol'wti,ows
: 0 1 (true positives,
rves :
False negr™ Predicted Label true negatLves)



Three datasets

(possibly the most Lmportant
concept tn machine learning...)

-/ =/

Course materials Practice exam Final exam
(training set) (validation set) (test set)
Tune mooel patterns See if the model s ready for the
wild

Generalization

The ability for a machine learning model to perform well on data it hasn’t seen
before.



2. Show 6)<ampl,es

Ankle boot
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Materials for upcoming beginner-friendly

This will be the homepage for the online book version of the Zero to Mastery Learn PyTorch for Deep Learning course.
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